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Abstrak

Program Makanan Bergizi Gratis (MBG) memunculkan beragam respons masyarakat di media sosial, khususnya pada
platform X (Twitter). Analisis sentimen diperlukan untuk memahami kecenderungan opini publik terhadap program
tersebut. Penelitian ini membandingkan kinerja Support Vector Machine (SVM) dan IndoBERT dalam
mengklasifikasikan sentimen positif dan negatif pada 2.674 tweet terkait MBG. Data diperoleh melalui web scraping dan
diproses melalui tahapan cleaning, normalisasi teks, tokenisasi, serta pelabelan menjadi dua kelas sentimen.
Ketidakseimbangan data ditangani menggunakan Synthetic Minority Oversampling Techniqgue (SMOTE). Model SVM
dilatih menggunakan representasi fitur TF-IDF, sedangkan IndoBERT dilatih melalui fine-tuning sebagai model
transformer. Evaluasi performa dilakukan menggunakan /0-Fold Cross-Validation, confusion matrix, ROC-AUC, dan
uji statistik paired t-test. Hasil penelitian menunjukkan bahwa SVM memperoleh akurasi 94,64% dan FI-Score 94,63%,
sedangkan IndoBERT mencapai akurasi 90,11% dan F'/-Score 89,92%. Meskipun IndoBERT mencatat nilai AUC sedikit
lebih tinggi, kinerja keseluruhan SVM lebih unggul secara konsisten pada data yang telah diseimbangkan dengan
SMOTE. Uji paired t-test menghasilkan nilai p < 0,05, yang menunjukkan bahwa perbedaan performa kedua model
bersifat signifikan. SVM lebih efektif digunakan untuk klasifikasi sentimen dua kelas pada dataset MBG yang relatif kecil
dan bersifat informal.

Kata kunci: Analisis Sentimen; Program Makanan Bergizi Gratis; SVM; IndoBERT; SMOTE; Media Sosial.

Abstract

The free nutritious meal program (MBG) has generated diverse public responses on social media, particularly on
platform X (Twitter). Sentiment analysis is needed to understand public opinion trends towards the program. This study
compares the performance of Support Vector Machine (SVM) and IndoBERT in classifying positive and negative
sentiments in 2,674 tweets related to MBG. Data was obtained through web scraping and processed through cleaning,
text normalisation, tokenisation, and labelling stages into two sentiment classes. Data imbalance was handled using the
Synthetic Minority Oversampling Technique (SMOTE). The SVM model was trained using TF-IDF feature representation,
while IndoBERT was trained through fine-tuning as a transformer model. Performance evaluation was conducted using
10-fold cross-validation, a confusion matrix, the ROC-AUC, and a paired t-test statistical test. The results showed that
the SVM achieved 94.64% accuracy and 94.63% F1-Score, while IndoBERT achieved 90.11% accuracy and 89.92% FI-
Score. Although IndoBERT recorded a slightly higher AUC, the overall performance of SVM consistently outperformed
the SMOTE-balanced dataset. A paired t-test yielded a p-value <0.05, indicating a significant difference in performance
between the two models. SVM was more effective for two-class sentiment classification on the relatively small and
informal MBG dataset.

Keywords: Sentiment Analysis; The free nutritious meal program,; SVM; IndoBERT; SMOTE, Social Media

tentang aturan pemerintah. Salah satu topik yang
I. PENDAHULUAN banyak dibicarakan secara online adalah program
Makanan Bergizi Gratis yang diadakan pemerintah

Perkembangan teknologi digital dan media sosial Indonesia sebagai bantuan sosial untuk meningkatkan

telah mengubah cara orang menyampaikan pendapat gizi anak-anak di sekolah. Tetapi, pelaksanaan aturan
ini menimbulkan berbagai reaksi dari masyarakat
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yang menunjukkan pandangan baik, buruk, dan netral
tentang keberhasilan dan keterbukaan program itu.
Banyaknya percakapan di platform X (Twitter)
membuat media sosial sekarang berfungsi sebagai
sumber informasi penting untuk memahami
pandangan masyarakat secara luas dan langsung. Ini
membuat perlunya analisis mendalam tentang
pandangan masyarakat untuk memahami arah
pendapat masyarakat tentang program sosial yang
dimiliki pemerintah itu [1].

Analisis sentimen adalah cara yang memakai
Natural Language Processing (NLP) untuk otomatis
menemukan perasaan atau pendapat dalam suatu
tulisan. Dengan cara ini, para peneliti bisa menggali
kecenderungan pendapat masyarakat tentang suatu
masalah tanpa perlu melakukan survei biasa, yang
seringkali membutuhkan waktu dan biaya yang besar.
Proses  analisis biasanya dimulai = dengan
mengumpulkan data dan mempersiapkan tulisan,
yang meliputi membersihkan, membagi, dan
mengatur tulisan agar data itu siap untuk dipakai di
dalam model pengelompokan [2]. Cara ini sangat
penting untuk menilai pandangan masyarakat tentang
aturan pemerintah seperti program Makanan Bergizi
Gratis. Oleh karena itu, analisis sentimen menjadi
pilihan hitungan yang efisien untuk menilai
bagaimana  masyarakat menerima  program
pemerintah tersebut. Hasil analisis sentimen terhadap
kebijakan pemerintah dalam berbagai penelitian
menunjukan variabilitas yang signifikan di mana
temuan sangat bergantung pada metode pemodelan
dan representasi data teks yang digunakan.
Sebelumnya, penerapan SVM dengan TF-IDF pada
2.682 tweet mendominasi sentimen positif meski
terdapat masalah ketidakseimbangan data [3].
Sebaliknya, IndoBERT justru mengidentifikasi
sentimen negatif terkait efektivitas program.
Fenomena ini mempertegas pentingnya pemilihan
algoritma dan teknik preprocessing yang tepat.
Penelitian yang dilakukan oleh Alfatah [4]
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menerapkan model Transformer IndoBERT untuk
menganalisis sentimen pada data Twitter berbahasa
Indonesia, yang terbukti secara  signifikan
mengungguli algoritma konvensional seperti Naive
Bayes dan Support Vector Machine (SVM) dengan
mencapai akurasi sebesar 87%, precision 86%, serta
Fl-score 85,5%. Berdasarkan penelitian sebelumnya
mengkonfirmasi bahwa optimasi SVM dengan
SMOTE meningkatkan akurasi klasifikasi sentimen
terhadap  pemerintah.  Studi  tersebut  juga
mengungkap perbedaan platform TikTok didominasi
narasi positif dan netral, sedangkan X dipenuhi opini
negatif [5]. Pentingnya kombinasi model dan teknik
penyeimbangan data untuk kinerja optimal ini juga
diperkuat, di mana penerapan IndoBERT yang
dikombinasikan dengan teknik Random
Oversampling berhasil mencapai akurasi 90% dalam
analisis sentimen ulasan aplikasi BRImo, sekaligus
mengungkap dominasi keluhan teknis dalam
sentimen negative [6].

Studi ini dilakukan dengan tujuan untuk
menguatkan ~ penelitian ~ sebelumnya  dengan
menganalisis perbandingan antara model

pembelajaran mesin konvensional, Support Vector
Machine (SVM), dan model yang menggunakan
transform, IndoBERT [7]. Pilihan kedua model ini
didasarkan pada perbedaan cara kerja: SVM
memanfaatkan fitur numerik seperti TF-IDF,
sedangkan IndoBERT memiliki pemahaman yang
lebih mendalam tentang konteks bahasa Indonesia.
Melalui analisis ini, penelitian ini berusaha untuk
menemukan cara yang paling efektif dalam
mengelompokkan sentimen masyarakat mengenai
program Makanan Bergizi Gratis, sehingga dapat
membantu dalam analisis opini publik dan menjadi
referensi bagi pembuat kebijakan dalam memahami
perspektif masyarakat dengan lebih objektif serta
mendukung kemajuan penelitian NLP di Indonesia

[8].
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Gambar 1. Diagram Alur Penelitian Sentimen MBG

II. METODE PENELITIAN

Penelitian ini memiliki tujuan untuk mengkaji
emosi dari Program Makanan Bergizi Gratis dengan
mengintegrasikan dua model SVM dan IndoBERT.
Langkah-langkah utama mencakup pengumpulan

informasi, persiapan data, tokenisasi, serta
pengambilan fitur dengan bantuan IndoBert,
pembagian data penyeimbangan kelas melalui

SMOTE, dan klasifikasi menggunakan IndoBERT
serta SVM. Gambar 1 merupakan alur dari penelitian.

A. Pengumpulan Data

Dataset yang dimanfaatkan ialah Kumpulan cuitan
mengenai program penyediaan makanan sehat tanpa
biaya yang didapat dari platfrom media social X
dengan kata kunci “Program Makan Bergizi Gratis
(MBG)” dan memiliki total 2.682 entri. Setelah
dilakukan proses pembersihan termasuk penghapusan
nilai yang hilang dan kolom teks yang berulang
jumlah data menjadi 2.674.

B. Prepocessing Data

Setelah mengumpulkan informasi dari platform
media sosial, Langkah pra-pemrosesan dilakukan
untuk memastikan data siap digunakan dalam
pembentukan model. Proses ini terdiri dari beberpa
Langkah penting, termasuk penanganan nilai yang
hilang untuk menghapus atau mengisi informasi yang
tidak ada agar tidak mempengaruhi hasil analisis,
serta pengkodean untuk mentransformasi data
kategorial menjadi format numerik yang dapat
dipahami oleh model pembelajaran mesin [9]. Selain
itu, data teks juga menjalani tahap pembersihan
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dengan menghapus karakter khusus, angka, emoji,
tautan, dan tanda baca yang tidak relevan.

C. Ekstraksi Fitur

Tahapan ekstraksi fitur dilakukan untuk mengubah
datateks hasil preprocessing menjadi bentuk numerik
yang dapat dipahami oleh model. Dalam penelitian ini
digunakan metode TF-IDF dan embedding
IndoBERT [10]. TF-IDF memberikan bobot pada
kata berdasarkan frekuensinya dalam dokumen dan
keseluruhan  korpus,  sedangkan  embedding
IndoBERT menghasilkan representasi vektor yang
memperhatikan konteks antar kata. Dengan tahapan
ini, data teks menjadi lebih terstruktur dan siap
digunakan dalam proses pelatihan model klasifikasi
sentimen.

D. Data Spliting (Pembagian Data)

Setelah menjalani tahap konversi menjadi bentuk
embedding, dataset yang telah melalui preprocessing
dibagi menjadi dua segmen utama, yaitu data untuk
pelatihan dan data untuk pengujian [11]. Pemisahan
ini dilakukan dengan proporsi 80:20 untuk
menciptakan keseimbangan dalam proses
pembelajaran serta evaluasi dari model. Rasio
tersebut memastikan model menerima data terpisah
untuk mengetes performanya. Selain itu, pemisahan
dilakukan dengan menjaga keseimbangan distribusi
antara kelas, sehingga setiap kategori sentiment bisa
terwakili secara adil dalam proses pelatihan dan
pengujian [12].
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E. Penyeimbangan Data

1) SMOTE

Untuk mengatasi  ketidakseimbangan data,
penelitian ini menggunakan teknik sampel lebih
banyak sampel sintetis minoritas SMOTE. Ketidak
seimbangan ini dapat mengurangi ketetapan model.
Setelah proses pembagian dataset, SMOTE
diterapkan pada data latih untuk menghasilkan sampel
sintetis dari kelas minoritas melalui interpolasi.
Metode ini meningkatkan representasi kelas negatif
dan mengurangi bias model selama pelatihan [13].

SMOTE bekerja melalui proses pembuatan sampel
sintetis dari kelas minoritas dengan melakukan
interpolasi di antara titik data. Pada tahap ini,
algoritma memilih sebuah data minoritas (x;) dan
salah satu terdekatnya (x;) menggunakan pendekatan
k-nearest neightbors. Berdasarkan kedua data
tersebut, sebuah sampel baru (x..w) dibentuk
menggunakan persamaan berikut:

Xpew = X; + 4 (xj — xi) (1)

Dalam rumus tersebut, x; merujuk pada data asli
dari kelas yang lebih sedikit, x; adalah terdekatnya,
dan A adalah nilai acak antara 0 dan 1 yang
menentukan posisi titik sintetis.

Class Sentiment

Gambar 2. Perbandingan Distribusi Kelas Sebelum
dan Sesudah SMOTE

Metode SMOTE tidak hanya menambah jumlah
sampel pada kelas minoritas, tetapi juga
menghasilkan variasi sintetis yang membantu model
mengenali pola secara lebih efektif. Pendekatan ini
mampu mengurangi dominasi kelas mayoritas dan
meningkatkan akurasi klasifikasi pada dataset yang
tidak seimbang [14]. seperti yang terlihat pada
Gambar 2.

2) Random Oversampling

Metode Random  Oversampling merupkan
pendekatan penyeimbangan dataset yang mengatasi
masalah ketidakseimbangan kelas dengan mereplikasi
sampel acak dari kelas minoritas [15]. Metode ini
bekerja dengan mereplikasi instance kelas minoritas
hingga mencapai keseimbangan proporsional dengan
kelas mayoritas, di mana sampel mayoritas memiliki
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N dan M sampel minoritas (M < N), maka dilakukan
penambahan, (N — M) sampel melalui duplikasi acak
sesual  persamaan  Xgpew} = X; dan  x;
merepresentasikan sampel terpilih dari kelas
minoritas. Mekanisme ini secara efektif mencegah
bias model terhadap kelas mayoritas selama proses
pelatihan.

F. Pengembangam Model dengan IndoBert

Setelah tahap pra pengolahan selesai, langkah
berikutnya adalah menciptakan model klasifikasi
sentiment dengan menggunakan IndoBERT dan
Support Vector Machine (SVM). IndoBERT dipilih
karena merupakan model transformer khusus Bahasa
Indonesia yang dapat menghasilkan representasi teks
dengan konteks yang mendalam lewat mekanisme
self-attention, sehingga lebih baik dalam memahami
hubungan semantik antar kata [16]. Proses pelatihan
dilakukan dengan fine-tuning, yang meliputi
penyesuaian parameter seperti learning rate, jumlah
epoch, dan ukuran batch untuk mencapai performa
optimal pada data yang sudah diproses [17].

Dalam penelitian ini, model dikembangkan secara
eksperimental menggunakan lingkungan
pemrograman Phyton dan dilatih dengan data latih
yang sudah diseimbangkan melalui Random
Oversampling. Metode ini diharapkan dapat
menghasilkan klasifikasi sentimen yang lebih akurat
dan adil, khususnya dalam mengidentifikasi kelas
minoritas yang sebelumnya kurang terwakili.

G. Evaluasi Model

Setelah proses pelatihan selesai, model dievaluasi
menggunakan data uji untuk mengukur kemampuan
dalam melakukan klasifikasi sentimen. Evaluasi ini
dilakukan menggunakan beberapa metrik.

. TP+TN
Akurasi = —————— (2)
TP+TN+FP+FN
Precision = 3)
TP+FP
Recall = 4)
TP+FN
2XPrecisionXRecall
F1 — score = (5)

Precision+Recall

True Positive (TP) adalah jumlah data yang
sebenarnya positif dan berhasil dikenali sebagai
positif oleh model, menandakan bahwa model telah
melakukan klasifikasi data dengan benar. True
Negative (TN) mencerminkan jumlah data yang
benar-benar negative dan juga diakui sebagai negatif,
yang menunjukkan bahwa model tidak melakukan
kesalahan dalam mengenali kelas tersebut [18], [19].

Sebaliknya, False Positive (FP) terjadi saat model
secara keliru menganggap data yang sebenarnya
negatif sebagai positif, yang bisa mengakibatkan
kesalahan dalam memahami hasil, seperti pada
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analisis sentimen ketika ulasan yang netral atau
negative dianggap positif. False Negative (FN) adalah
kondisi di mana model memprediksi data sebagai
negatif padahal sebenarnya itu positif, yang dapat
menyebabkan hilangnya informasi penting, misalnya
dalam kasus ulasan positif yang tidak terdeteksi
dengan tepat oleh model.

III. HASIL DAN PEMBAHASAN

A. Deskripsi Dataset dan Pra-Pemrosesan

Dataset yang digunakan dalam penelitian ini
diperoleh dari pengambilan data komentar pengguna
pada aplikasi X mengenai program Makanan Bergizi
jumlah keseluruhan data yang berhasil dikumpulkan
mencapai 2.682 komentar, seperti yang terlihat pada
Gambar 3.

<class 'pandas.core.frame.DataFrame'>
RangeIndex: 2682 entries, © to 2681

Data columns (total 15 columns):

# Column Non-Null Count Dtype

(2] conversation_id_str 2682 non-null inte4
1 created_at 2682 non-null object
2 favorite_count 2682 non-null inte4
3 full_text 2682 non-null object
4 id_str 2682 non-null inte4
5 image_url 1702 non-null object
6 in_reply_to_screen_name 335 non-null object
7 lang 2682 non-null object
8 location © non-null float64
9 quote_count 2682 non-null int64
10 reply_count 2682 non-null int64
11 retweet_count 2682 non-null inte4
12 tweet_url 2682 non-null object

13 user_id_str
14 username

2682 non-null
© non-null

Gambar 3. Dataset Program Makanan Bergizi

Setelah dilakukan pemeriksaan kualitas data,
ditemukan adanya missing value serta duplikasi data,
sehingga proses pembersihan data perlu dilakukan
untuk memastikan kualitas dataset yang digunakan
dalam pemodelan [20]. Proses pembersihan ini
menghasilkan dataset akhir sebanyak 2.674 data
valid. Dataset terdiri dari komentar teks berbahasa
Indonesia dengan dua kategori sentimen yaitu positif
dan negatif, dengan distribusi positif 2.251 data dan
negatif 423 data. Distribusi tersebut mengindikasikan
adanya ketidakseimbangan yang signifikan [21].
Untuk menjawab kemungkinan adanya bias dalam
model terhadap kelas yang dominan, penelitian ini
menerapkan class weight pada fungsi loss saat
pelatihan model [22].

inte4
float64

B. Hasil Preprocessing

Tahapan pra-pemrosesan telah berhasil mengubah
data teks mentah menjadi data yang siap untuk
diproses lebih lanjut. Serangkaian langkah yang
dilakukan meliputi pengubahan format huruf,
pembersihan karakter yang tidak diperukan (seperti
URL, emoji, dan symbol), penyesuaian istilah yang

p-ISSN 2548-737X
e-ISSN 2548-8678

tidak baku, penghapusan kata umum, dan
pengurangan  bentuk  kata, yang terbukti
meningkatkan mutu korpus teks secara signifikan
[23]. Implementasi yang dilakukan menunjukkan
bahwa penyesuaian istilah berhasil mengubah kata-
kata tidak baku seperti “gk”, “ga”, “bgt”, dan “udh”
ke bentuk baku, sehingga kesesuaian dengan kosakata
Bahasa Indonesia yang dikenali oleh model dapat
tercipta [24].

Di samping itu, pengurangan bentuk kata terbukti
efektif dalam mengurangi variabilitas morfologis
dengan mengubah kata berawalan menjadi bentuk
dasar  [25]. Pengurangan kompleksitas  ini
menghasilkan representasi token yang lebih seragam
dan efisien, memungkinkan dimensi fitur diperkecil
tanpa menghilangkan informasi makna yang penting.

Seperti yang terlihat pada Gambar 4 menunjukkan
perbandingan distribusi kata sebelum dan sesudah
dilakukan tahap pra-pemrosesan.

Word Cloud dari Komentar

(2) .
gizl. g atils

ional bgr
Srbak jalan ~dd m; progran badan.gizi

program makan

perln a anakanak @ 81 Ombak

makan giz1.

gratis. mbakiprosrat
(b)

Gambar 4. Distribusi kata sebelum (a) dan sesudah (b)
dilakukan tahap pra-pemrosesan

lanjutkanmbg

C. Model Train

Pada  tahap pemodelan, penelitian ini
memanfaatkan algoritma transformer-based
IndoBERT untuk melakukan klasifikasi sentimen
pada komentar berbahasa Indonesia [26]. Hasil
analisis awal memperlihatkan adanya
ketidakseimbangan distribusi antara kelas positif dan
negatif, yang berpotensi menurunkan kinerja model
akibat bias terhadap kelas mayoritas [27]. Untuk
mengatasi permasalahan tersebut, dilakukan teknik
Random Oversampling guna menambah jumlah
sampel pada kelas minoritas sehingga proporsi kedua
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kelas menjadi lebih seimbang dan model dapat
mempelajari pola secara lebih representatif [28].
Seperti pada Tabel 1 yang menunjukan hasil
perbandingan K-FOLD.

Hasil evaluasi dengan validasi silang K-Fold
sebagaimana terlihat pada Tabel 1 menunjukkan
bahwa, meskipun IndoBERT telah dioptimalkan
dengan penanganan ketidakseimbangan data, model
SVM justru mencatat kinerja yang lebih unggul
secara konsisten di seluruh metrik evaluasi.

Tabel 1. Hasil Perbandingan K-FOLD

Model Accuracy | Fl1- Precision | Recall
Score
IndoBERT | 0.90113 | 0.9009 | 0.90647 | 0.90111
SVM 0.94640 | 0.9463 | 0.94910 | 0.9464

Akurasi yang dicapai SVM mencapai 94,64%,
melampaui IndoBERT yang sebesar 90,11%. Hasil ini
mengindikasikan bahwa dalam konteks data dan
skenario ini, pendekatan SVM mampu memberikan
hasil klasifikasi yang lebih andal dan komprehensif
dibandingkan model berbasis transformer yang lebih
kompleks.

D. Model Test

Evaluasi kinerja model menggunakan validasi
silang 5-fold mengungkapkan bahwa model Support
Vector Machine (SVM) menunjukkan performa
akurasi yang lebih unggul secara konsisten pada
setiap fold apabila dibandingkan dengan model
IndoBERT. Pola keunggulan ini tergambar stabil,
dengan selisih akurasi yang berkisar antara 0.04
hingga 0.05 di seluruh proses validas. Seperti pada
Tabel 2 yang menunjukan hasil data perbandingan per
Fold.

Tabel 2. Data Perbandingan Per Fold

Fold SVM IndoBERT Selisih
Accuracy Accuracy (SVM-
IndoBERT)
1 0.945908 0.905687 0.040221
2 0.936111 0.886111 0.050000
3 0.941667 0.894444 0.047223
4 0.943056 0.895833 0.047223
5 0.965278 0.923611 0.041667
Keunggulan  konsisten tersebut kemudian

dikonfirmasi lebih lanjut melalui perhitungan rata-
rata akurasi akhir. Analisis menunjukkan bahwa
akurasi rata-rata SVM mampu mencapai 94.64%,
sementara IndoBERT berada pada angka 90.11%.
SVM unggul signifikan dengan selisih akhir sebesar
4.53%, memperkuat temuan awal mengenai
efektivitasnya pada dataset yang digunakan.
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Tabel 3. Hasil Uji Statistik (Paired t-Test)

Parameter Nilai
T-Statistic 24.4640
P-Value 0.00002

Pada Tabel 3 Uji paired t-test menunjukkan nilai
t-statistic sebesar 24.4640 dan p-value sebesar
0.00002. Nilai p-value yang jauh di bawah ambang
signifikansi 0.05 menunjukkan bahwa perbedaan
akurasi antara model SVM dan IndoBERT bersifat
signifikan secara statistik. Keunggulan SVM pada
evaluasi k-fold tidak terjadi secara acak, tetapi
merupakan efek nyata dari perbedaan performa
model.

Hasil evaluasi pada Gambar 5 tersebut
menunjukkan perbandingan kinerja model SVM dan
IndoBERT dalam klasifikasi sentimen dua kelas.
Pada model SVM, sebanyak 455 data negatif dan 377
data positif berhasil diprediksi dengan benar,
sementara 19 data negatif salah diprediksi sebagai
positif dan 50 data positif salah diklasifikasikan
sebagai negatif, menghasilkan akurasi total 92,34%.

JOBERT

Gambar 5. Confussion Matrix SVM dan IndoBert

Sebaliknya, IndoBERT menunjukkan performa
yang lebih unggul dengan 470 prediksi benar pada
kelas negatif dan 389 pada kelas positif, serta hanya
menghasilkan 4 false positive dan 38 false negative,
sehingga mencapai akurasi 95,45%. Perbedaan ini
mengindikasikan bahwa IndoBERT memiliki
kemampuan pemahaman konteks yang lebih baik
dibandingkan SVM, terutama dalam menangkap
nuansa linguistik pada teks berbahasa Indonesia.
Dengan demikian, IndoBERT terbukti lebih efektif
dalam mengurangi kesalahan klasifikasi dan
memberikan hasil prediksi yang lebih akurat pada
tugas analisis sentimen.
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ROC Curve: SVM vs IndoBERT
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Gambar 6. ROC Curve: SVM vs IndoBERT

Berdasarkan analisis kurva ROC pada Gambar 6
yang disajikan, dapat diobservasi bahwa kedua model
SVM dan IndoBERT menunjukkan performa
diskriminasi yang sangat kuat, sebagaimana tercermin
dari nilai AUC (Area Under Curve) yang mendekati
1. Kurva ROC IndoBERT (AUC = 0.9809) terletak
sedikit di atas kurva ROC SVM (AUC = 0.9744),
mengindikasikan kemampuan klasifikasi yang sedikit
lebih unggul dalam memisahkan kelas positif dan
negatif. Meskipun demikian, selisih AUC yang sangat
kecil, yaitu hanya 0.0065, menandakan bahwa dari
sudut pandang kurva ROC, kedua model memiliki
kapabilitas yang setara. Kedua kurva tersebut berada
di sudut kiri atas, yang merefleksikan kombinasi True
Positive Rate (TPR) yang tinggi dan False Positive
Rate (FPR) yang rendah, sebuah karakteristik ideal
dari model klasifikasi yang andal. Secara visual,
kedekatan kedua kurva ini memperkuat temuan
sebelumnya bahwa meskipun terdapat perbedaan
dalam metrik akurasi, kedua model tetap konsisten
dalam kinerja secara keseluruhan.

IV. KESIMPULAN

Penelitian ini mengevaluasi efektivitas teknik
pra-pemrosesan tekstual dan penanganan
ketidakseimbangan data terhadap kinerja model
Support Vector Machine (SVM) dan IndoBERT
dalam analisis sentimen Program Makanan Bergizi
Gratis, dan hasilnya menunjukkan bahwa SVM
memiliki performa klasifikasi lebih unggul dengan
akurasi 94,64% dibandingkan IndoBERT (90,11%)
yang dikonfirmasi melalui uji statistik paired t-test.
Temuan tersebut mengungkapkan bahwa meskipun
IndoBERT memiliki kemampuan diskriminatif lebih
baik berdasarkan nilai AUC 0,9809, SVM
menunjukkan stabilitas dan efisiensi yang lebih tinggi
dalam konteks dataset berbahasa Indonesia,
membuktikan bahwa kompleksitas model tidak selalu
berkorelasi positif dengan akurasi klasifikasi.
Pengembangan selanjutnya dapat diarahkan pada

p-ISSN 2548-737X
e-ISSN 2548-8678

eksplorasi teknik augmentasi data yang lebih variatif,
implementasi metode embedding kontekstual untuk
bahasa informal Indonesia, serta perluasan cakupan
dataset untuk meningkatkan kemampuan model
dalam menangkap nuansa sentimen masyarakat
terhadap kebijakan publik.
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